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Abstract

We formulate multiple-view geometry for omni-directional and panorama-camera systems. The mathematical formulations enable us to derive the geometrical and algebraic constraints for multiple panorama-camera configurations. The constraints permit us to reconstruct three-dimensional objects for a large feasible region.

1. Introduction

In this paper, we analyze the geometrical configurations of omni-directional camera systems fulfilling the conditions for the multiple-view geometry to reduce the number of constraints for the multiple camera systems. This is the first step to establish the multiple-view geometry for omni-directional camera systems as an extension from multiple-view geometry for pin-hole camera systems to multiple-view geometry for omni-directional camera systems.

Multiple-view geometry for pin-hole cameras studied in the computer vision community. The well-known algebraic constraints for the multiple-view geometry were introduced, such as epipolar constraints equivalently bilinear form [1], [2] for stereo views, the trifocal tensor [2], [3] for three views, the quadrifocal tensor [4], [5] for four views and the factorization method [6] for multiple views. On the other hand, T. Svoboda, T. Pajdla and V. Hlavac introduced the geometrical constraint for stereo systems of omni-directional cameras [7]. Furthermore, T. Sogo, H. Ishiguro and M. M. Trivedi introduced the multiple omni-directional camera systems for localization and tracking [8]. They analyzed the combinatorial property of point correspondences for the multiple omni-directional camera systems and they solved the point correspondences problem for real-time human tracking which is a NP-hard problem using their N-ocular stereo camera system. However, three or more view geometrical constraints are not clearly represented for the omni-directional cameras. Our aim in this study is to derive the geometrical and algebraic constraints for multiple omni-directional cameras.

Recently, T. Sugimura and J. Sato proved [9] that the number of algebraic constraints in the trifocal tensor is reduced if cameras mutually image their epipoles. This geometrical condition restricts the geometrical configuration of pin-hole cameras, because multiple pin-hole camera systems can not always observe the epipoles of their cameras. Here, we assume omni-directional cameras are located parallel on the same plane. These omni-directional camera systems satisfy the geometrical condition that they always observe the epipoles of their cameras, because the omni-directional camera always images the other cameras. Therefore, Sato’s condition could be achieved with multiple omni-directional camera systems.

In this study, we first define the panorama-camera model using the geometrical concept of line camera. Next, we show the mathematical equivalence of the panorama-camera model and the hyperbolic-camera model. Finally, we formulate multiple-view geometry for panorama-camera systems and derive the geometrical and algebraic constraints for multiple panorama-camera configurations.

2. Panoramic Image

A sequence of pin-hole camera images enables us to synthesize a wide view image comparing to the image observed by a camera. The synthesized image from a sequence of images is generally called a panoramic image. Since a point and a line are fundamental elements for imaging, many camera models could be geometrically constructed from the two essential elements for imaging. Therefore, we formulate a camera model with lines and points for our applications.

2.1. Line-Camera Model

Definition 1 A line camera is a collection of rays which pass through a single point on a plane in a space. A line-camera model consists of a line-camera center which is the single point, an image line and a camera axis which intersects the line-camera center and is parallel to the image line.
We assume that the line-camera center $C = (0, 0, 0)^\top$ is located at the origin of the world coordinate system. For the line camera axis $r_c$, we set $r_c = k(0, 0, 1)^\top$ for $k \in \mathbb{R}$, that is, the direction of $r_c$ is the direction of the $z$ axis. For the image line $l$ of the line camera on the $x$-$z$ plane ($y = 0$), a point $X = (X, 0, Z)^\top$ in a space is projected to the point $x = (x, 0)^\top$ on the image line $l$ according to the formulation $x = f \frac{X}{Z}$, where $f$ is the focal length of the line camera.

![Figure 1: A line-camera model.](image1)

2.2. Line-Motion Camera Model

The motion of a line camera along the direction of the $y$ axis yields a collection of image lines $\{l_i\}_{i=1}^n$ as illustrated in figure 2 (a). In figure 2 (b), $d_i$ is the distance between the lines $l_i$ and $l_{i+1}$. If we set $d_i \to 0$, the collection of the image lines $\{l_i\}_{i=1}^n$ forms a rectangular image plane. Assuming the collection of parallel imaging lines as a single camera model, such a camera model has the same geometrical property with a normal camera with respect to the $y$ direction.

**Definition 2** A line-motion camera is a collection of rays which pass through a single line in a space. A line-motion camera consists of a line-motion camera center which is the single line and a image plane.

A line-motion camera projects a point $X = (X, Y, Z)^\top$ in a space to the point $x = (x, y)^\top$ on the rectangular image plane according to the equations $x = f \frac{X}{Z}$ and $y = Y$, where $f$ is the focal length of the line-motion camera.

2.3. Panorama-Camera Model

The rotation of a line camera around the camera axis $r_c$ yields a collection of image lines $\{l_i\}_{i=1}^n$ and a collection of planes $\{\alpha_i\}_{i=1}^n$ as illustrated in figure 3 (a). The plane $\alpha_i$ includes the image line $l_i$ and the line-camera center $C$. In figure 3 (a), $\omega_i$ is the angle between the planes $\alpha_i$ and $\alpha_{i+1}$. If we set $\omega_i \to 0$ and $l_{i+1} = l_i$, the collection of the parallel image lines $\{l_i\}_{i=1}^n$ forms a cylindrical-image surface. We consider that the collection of these image lines $\{l_i\}_{i=1}^n$ and the camera center $C$ construct a camera model.

![Figure 2: The parallel translation of a line camera constructs a line-motion camera.](image2)

**Definition 3** A panorama camera is a collection of rays which pass through a single point in a space. A panorama camera consists of a panorama-camera center which is the single point, a cylindrical-image surface and a camera axis which intersects the panorama-camera center and is parallel to the cylindrical-image surface.

We assume that the panorama-camera center $C_p = (0, 0, 0)^\top$ is located at the origin of the world coordinate system. For the line camera axis $r_p$, we set $r_p = k(0, 0, 1)^\top$ for $k \in \mathbb{R}$, that is, the direction of $r_p$ is the direction of the $z$ axis. A point $X = (X, Y, Z)^\top$ in a space is projected to the point $x_p = (x_p, y_p, z_p)^\top$ on the cylindrical-image surface according to the formulation $x_p = \frac{f}{\sqrt{x_p^2 + y_p^2}} X$, where $f$ is a focal length of the panorama camera, as illustrated in figure 3 (b). Here, we transform the cylindrical-image surface to a rectangular panoramic image. We set a point on the rectangular panoramic image is $p = (u_p, v_p)^\top$. The points $p$ and $x$ satisfy the equations $u_p = f_s \tan^{-1} \frac{y_p}{x_p}$ and $v_p = f_s \tan^{-1} \frac{2u_p}{\sqrt{x_p^2 + y_p^2}}$, where $f_s$ is a scale factor for transforming from the cylindrical-image to the rectangular image.

![Figure 3: (a) : The rotation of a line camera constructs a panorama-camera model. We set $\omega_i$ is the angle between the planes which pass through the camera center $C$ and the line images $l_i$ and $l_{i+1}$. (b) : A panorama-camera model.](image3)
3. Hyperbolic-Camera Model

An omni-directional camera is constructed with a pin-hole camera and a mirror. A hyperbolic camera enables to image the largest region in such omni-directional cameras [10]. We deal with a hyperbolic camera which practically observes an omni-directional image. In figure 4, the focal point of the hyperbolic surface $S$ is $F = (0, 0, 0)^T$ at the origin of the world coordinate system. The camera center of the hyperbolic camera is $C = (0, 0, -2e)$. The hyperbolic-camera axis $r_h$ is the line which connects $C$ and $F$. We set the hyperbolic surface $S : \frac{x^2 + y^2}{a^2} - \frac{z^2}{e^2} = -1$, where $e = \sqrt{a^2 + b^2}$. A point $X = (X, Y, Z)^T$ in a space is projected to the point $x = (x, y, z)^T$ on the hyperbolic surface $S$ according to the formulation, $x = \lambda X$, where

$$\lambda = \frac{\pm a^2}{b\sqrt{X^2 + Y^2 + Z^2} \pm eZ}. \tag{1}$$

This relation between $X$ and $x$ is satisfied, if the line, which connects the focal point $F$ and the point $X$, and the hyperbolic surface $S$ have at least one real common point. Furthermore, the sign of parameter $\lambda$ depends on the position of the point $X$ [7]. Hereafter, we assume that the relation of equation (1) is always satisfied. Setting $m = (u, v)^T$ to be the point on the image plane $\pi$, the point $x$ on $S$ is projected to the point $m$ on $\pi$ according to the equations $u = f \frac{x}{z + 2e}$ and $v = f \frac{y}{z + 2e}$, where $f$ is the focal length of the hyperbolic camera. Therefore, a point $X = (X, Y, Z)^T$ in a space is transformed to the point $m$ as $u = \frac{faX}{(a^2 + 2e^2)Z \pm 2be\sqrt{X^2 + Y^2 + Z^2}}$ and $v = \frac{faY}{(a^2 + 2e^2)Z \pm 2be\sqrt{X^2 + Y^2 + Z^2}}$.

![Figure 4: A hyperbolic-camera model. A point $X$ in a space is transformed to the point $x$ on the hyperboloid and $x$ is transformed to the point $m$ on image plane. The geometrical property of reflected ray constructs the camera model with a hyperbolic mirror.](image)

4. Camera-Model Transformation

We present the camera-model transformation from a hyperbolic camera to a panorama camera. Here, setting $C_p$ and $F$ to be the panorama-camera center and the the focal point of the hyperbolic surface $S$, respectively, we locate $C_p$ and $F$ at the origin of the world coordinate system. Furthermore, for the panorama-camera axis $r_p$ and the hyperbolic-camera axis $r_h$, we set $r_p = r_h = k(0, 0, 1)^T$ for $k \in \mathbb{R}$, that is, the directions of $r_p$ and $r_h$ are the direction of the z axis. For the configuration of the panorama camera and the hyperbolic camera which share axes $r_p$ and $r_h$ as illustrated in figure 5, the points $m = (u, v)^T$, $x = (x, y, z)^T$ and $x_p = (x_p, y_p, z_p)$ are projections of a point $X = (X, Y, Z)^T$ in a space on to the hyperbolic-image plane $\pi$, the hyperbolic surface $S$ and the cylindrical-image surface $S_p$, respectively. Here, the points $x$ and $m$ satisfy the equation

$$x = \lambda' \left( \frac{m}{f} \right) + \left( \begin{array}{c} 0 \\ -2e \end{array} \right), \tag{2}$$

where $\lambda' = \frac{a^2}{e \sqrt{a^2 + v^2 + f^2}}$. The configuration of the hyperbolic-camera image $\pi$ and the hyperbolic surface $S$ enables us to set $\lambda' = \frac{a^2}{e \sqrt{a^2 + v^2 + f^2}}$. The point $x$ is transformed to the point $x_p$ according to the equation

$$x_p = \frac{f}{\lambda'} m x. \tag{3}$$

Therefore, equations (2) and (3) derive the relation between the point $x_p$ and $m$ as

$$x_p = \frac{f}{\lambda'} \left( \frac{m}{|m|} \right) \left( \begin{array}{c} m \\ f - 2e/\lambda' \end{array} \right). \tag{4}$$

These relations permit us to transform the hyperbolic-image plane $\pi$ to the cylindrical-image surface $S_p$. This geometrical property leads to the conclusion that a hyperbolic camera and a panorama camera are mathematically equivalent camera models.

![Figure 5: The geometry for the camera transformation from a hyperbolic camera to a panorama camera.](image)

5. Multiple-View Geometry for Panorama Cameras

We consider the imaging region observed by the stereo panorama cameras which are configurated parallel axially,
single axially and oblique axially. The parallel-axial and the single-axial stereo cameras image a larger feasible region than the oblique-axial stereo ones. Here, we deal with a camera system of four panorama cameras. The four panorama-camera centers are on the corners of a square vertical to a horizontal plane. Furthermore, all of the camera axes are parallel. Therefore, the panorama-camera centers are \( C_a = (t_x, t_y, t_z)^\top \), \( C_b = (t_x, t_y, -t_z)^\top \), \( C_c = (-t_x, t_y, t_z)^\top \) and \( C_d = (-t_x, t_y, -t_z)^\top \). This configuration is illustrated in figure 6 (a). Since the epipoles exist on the panorama images and correspond to the camera axes, this camera configuration permits us to eliminate the rotation between the camera coordinate and the world coordinate systems.

For a point \( X \), the projections of the point \( X \) to cameras \( C_a, C_b, C_c \) and \( C_d \) are \( x_a = (\cos \theta, \sin \theta, \tan \alpha)^\top \), \( x_b = (\cos \theta, \sin \theta, \tan \beta)^\top \), \( x_c = (\cos \omega, \sin \omega, \tan \epsilon)^\top \) and \( x_d = (\cos \omega, \sin \omega, \tan \delta)^\top \), respectively, on the cylindrical-image surfaces. These four points are the corresponding-point quadruplet. The points \( x_a, x_b, x_c \) and \( x_d \) are transformed to \( p_a = (\theta, a)^\top \), \( p_b = (\theta, b)^\top \), \( p_c = (\omega, c)^\top \) and \( p_d = (\omega, d)^\top \), respectively, on the rectangular panoramic images. The corresponding-point quadruplet yields six epipolar planes. Using homogeneous coordinate systems, we represent \( X \) as \( \xi = (X, Y, Z, 1)^\top \). Here, these six epipolar planes are formulated as \( M\xi = 0 \), where 

\[
\begin{align*}
\mathbf{m}_1 &= \begin{pmatrix} \sin \theta & -\cos \theta & 0 \end{pmatrix}^\top \\
\mathbf{m}_2 &= \begin{pmatrix} \sin \omega & -\cos \omega & 0 \end{pmatrix}^\top \\
\mathbf{m}_3 &= \begin{pmatrix} \tan c \sin \theta - \tan a \sin \omega & \tan a \cos \omega - \tan c \cos \theta & \sin(\omega - \theta) t_z \end{pmatrix}^\top \\
\mathbf{m}_4 &= \begin{pmatrix} \tan b \cos \omega - \tan d \cos \theta & \tan d \sin \theta - \tan b \sin \omega & \sin(\omega - \theta) t_z \end{pmatrix}^\top \\
\mathbf{m}_5 &= \begin{pmatrix} \tan c \sin \theta - \tan a \sin \omega & \tan a \cos \omega - \tan c \cos \theta & 0 \end{pmatrix}^\top \\
\mathbf{m}_6 &= \begin{pmatrix} \tan b \cos \omega - \tan d \cos \theta & \tan d \sin \theta - \tan b \sin \omega & 0 \end{pmatrix}^\top 
\end{align*}
\]

Figure 6: The configuration of four panorama cameras whose centers are on the corners of a square vertical to a horizontal plane. (a) : The six epipolar planes are yielded by the corresponding-point quadruplet. (b) : The common points of three planes which are orthogonal are determined by the configuration of four panorama cameras.

and

\[
\mathbf{m}_b = \begin{pmatrix} \tan c \sin \theta - \tan b \sin \omega & \tan b \cos \omega - \tan c \cos \theta & \sin(\omega - \theta) \end{pmatrix}^\top.
\]

Since these six planes intersect at the point \( X \) in a space, the rank of the matrix \( M \) is three. Therefore, the matrix \( M_R \)

\[
M_R = \begin{pmatrix} m_{i1} & m_{i2} & m_{i3} & m_{i4} \\ m_{j1} & m_{j2} & m_{j3} & m_{j4} \\ m_{k1} & m_{k2} & m_{k3} & m_{k4} \end{pmatrix} = \begin{pmatrix} \mathbf{m}_1^\top \\ \mathbf{m}_2^\top \\ \mathbf{m}_3^\top \end{pmatrix},
\]

is constructed from three row vectors of the matrix \( M \). If and only if the rank of the matrix \( M_R \) is three, \( M_R \) satisfies the equation \( M_R \xi = 0 \). The point \( X \) is derived by the equation

\[
X = \tilde{M}^{-1}m_4
\]

where

\[
\tilde{M} = \begin{pmatrix} m_{i1} & m_{i2} & m_{i3} \\ m_{j1} & m_{j2} & m_{j3} \\ m_{k1} & m_{k2} & m_{k3} \end{pmatrix}, \quad \tilde{m}_4 = \begin{pmatrix} -m_{i4} \\ -m_{j4} \\ -m_{k4} \end{pmatrix}.
\]

Equation (6) enable us to reconstruct the point \( X \) uniquely from any three row vectors selected from the matrix \( M \).

However, the elements of the matrix \( M \) include the numerical errors in their values in the practical use. We evaluate the numerical quantity of the selected row vectors for the reconstruction using the angles between them. Setting \( g_{\alpha \beta} = \mathbf{m}_{\alpha}^\top \mathbf{m}_{\beta} \) and \( \bar{g}_{\alpha \beta} = \bar{m}_{\alpha}^\top \bar{m}_{\beta} \) for \( \alpha, \beta = 1, 2, 3 \), the matrices \( G_R = ((g_{\alpha \beta})) \) and \( \bar{G} = ((\bar{g}_{\alpha \beta})) \) satisfy the relations, \( G_R = M_R \bar{M}_R^\top, \bar{G} = \bar{M} \bar{M}^\top \). Setting \( \lambda_i \) and \( \sigma_i \) for \( i = 1, 2, 3 \), to be the eigenvalues of \( G_R \) and \( \bar{G} \), respectively,
we can quantitatively evaluate the angles between \( m_a \) and \( m_b \), and \( \bar{m}_a \) and \( \bar{m}_b \), respectively, from the ratios of the eigenvalues. The ratios \( \lambda_i/\lambda_j \) and \( \sigma_i/\sigma_j \) determine the approximate dimensions of the volume spanned by the eigenvectors as follows:

1. If the eigenvalues satisfy
   \[
   \lambda_1 \gg \lambda_2 \approx \lambda_3, \quad \sigma_1 \gg \sigma_2 \approx \sigma_3, \tag{8}
   \]
   the dimension of the volume spanned by the eigenvectors is approximately one. Therefore, the three row vectors of the matrices \( M_R \) and \( \bar{M} \) are distributed on a line.

2. If the eigenvalues satisfy
   \[
   \lambda_1 \approx \lambda_2 \gg \lambda_3, \quad \sigma_1 \approx \sigma_2 \gg \sigma_3, \tag{9}
   \]
   the dimensions of the volume spanned by the eigenvectors are approximately two. Therefore, the three row vectors of the matrices \( M_R \) and \( \bar{M} \) are distributed on a plane.

3. If the eigenvalues satisfy
   \[
   \lambda_1 \approx \lambda_2 \approx \lambda_3, \quad \sigma_1 \approx \sigma_2 \approx \sigma_3, \tag{10}
   \]
   the dimensions of the volume spanned by the eigenvectors are approximately three. Therefore, the three row vectors of the matrices \( M_R \) and \( \bar{M} \) are distributed in a space.

The point \( X \) is derived by the equation (6) as a numerically stable solution if the eigenvalues \( \lambda_i \) and \( \sigma_i \) satisfy the equations (10). Specifically, the conditions

\[
\lambda_1 = \lambda_2 = \lambda_3, \quad \sigma_1 = \sigma_2 = \sigma_3, \tag{11}
\]

indicate that the three row vectors are mutually orthogonal. These mathematical properties lead to the conclusion that we can select three orthogonal planes from six epipolar planes for the reconstruction of the point \( X \). The configuration of four panorama cameras determines the point as the common points of three planes which are orthogonal. The collections of the points are expressed as follows:

1. If \( \alpha_1 \perp \alpha_2 \perp \beta_1 \)
   \[
   X^2 + Y^2 = t_x^2 + t_y^2, \quad Z = t_z. \tag{12}
   \]
2. If \( \alpha_1 \perp \alpha_2 \perp \beta_2 \)
   \[
   X^2 + Y^2 = t_x^2 + t_y^2, \quad Z = -t_z. \tag{13}
   \]
3. If \( \alpha_1 \perp \beta_1 \perp \beta_2 \)
   \[
   (X - t_x)^2 + (Y - t_y)^2 + Z^2 = t_z^2. \tag{14}
   \]
4. If \( \alpha_2 \perp \beta_1 \perp \beta_2 \)
   \[
   (X + t_x)^2 + (Y + t_y)^2 + Z^2 = t_z^2. \tag{15}
   \]

Equations (12) and (13) geometrically define the circles on a plane in space. Equations (14) and (15) geometrically define the spheres in a space. Figure 6 (b) shows the two circles and the two spheres defined by equations (12), (13), (14) and (15).

Next, we consider a camera system whose camera centers are configured on the corners of a horizontal square, and assuming that all of the camera axes are parallel. Here, four panorama-camera centers are \( C_a = (t_x, t_y, 0)^T \), \( C_b = (-t_x, t_y, 0)^T \), \( C_c = (-t_x, -t_y, 0)^T \) and \( C_d = (t_x, -t_y, 0)^T \). This configuration is illustrated in figure 8 (a). The corresponding-point quadruplet for a point in a space yields six epipolar planes. The three planes selected from the four epipolar planes intersect orthogonally on a common point. The collections of the common points of three planes which are orthogonal are expressed as follows:

1. If \( \alpha_1 \perp \alpha_2 \perp \beta_1 \)
   \[
   X^2 + Z^2 = t_x^2, \quad Y = t_y. \tag{16}
   \]
Equations (16), (17), (18) and (19) geometrically define the circles on a plane in a space. Figure 8 (b) shows the circles defined by these equations.

For the configurations of cameras in figure 6 (a) and figure 8 (a), the four panorama-camera centers are located on a vertical plane and a horizontal plane, respectively, in a space. If a point in a space are on this plane, all elements of a corresponding-point quadruplet for the point are mutually coplanar on this plane. The six epipolar planes yielded by a corresponding-point quadruplet for the point coincide to a plane. Therefore, the point on this plane is not possible to reconstruct from the geometrical constraint of the six epipolar planes.

Finally, we propose a camera system with eight panorama cameras combinating the two configurations of four panorama cameras shown in figure 6 (a) and figure 8 (a). Therefore, the eight panorama-camera centers are on the corners of a parallel pipe. This configuration is illustrated in figure 9. For this eight panorama-camera system, the corresponding-point octuplet for a point in a space yields 28 epipolar planes. Same as the four panorama-camera system, this eight panorama-camera system enables us to select three orthogonal planes, which orthogonally intersect on a common point, from the 28 epipolar planes. The collections of common points of three orthogonal planes yield the 16 circles and the 8 spheres as illustrated in figure 10. Since cameras of this system are configured in a space, this camera system can yield more combinations of orthogonal planes than the four camera system dose. Therefore, the points which are the common points of these orthogonal planes distribute in wider areas in a space. Furthermore, because of the combination of the two planar configurations, the configuration in a space of eight cameras has no critical point which are not reconstructed. This geometrical property leads to the conclusion that our eight panorama-camera system provides a larger feasible region for the reconstruction of objects than four-camera system on a plane.

6. Summary and Conclusions

In this paper, we formulated quadrilinear forms for the multiple images observed by panorama and omni-directional cameras. We observed that multiple-focal-tensorial expression is a natural mathematical tool for the analysis of multiple panorama-camera system.
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