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Abstract

We present a method for range image registration of
specular objects devoid of salient geometric properties un-
der complex lighting environment. Our method uses illu-
mination consistency on two range images to detect spec-
ular highlights, which are used to obtain diffuse reflection
components. By using light information estimated from the
specular highlights and the diffuse reflection components,
we extract albedo at the surface of an object, even under
unknown complex lighting environment. We then robustly
register the two range images using extracted albedo. This
technique can handle various kind of illumination situations
and can be applied to a wide range of materials. Our ex-
periments using synthetic data and real data show the effec-
tiveness, the robustness and the accuracy of our proposed
method.

1. Introduction

Detailed modeling of real objects in controlled or uncon-
trolled environments has been of wide interest in the past
decade. When creating the 3D model of a real object using
laser range scanners, multiple range images of the same ob-
ject are captured in different poses from a fixed viewpoint.
Because each range image is represented in the local co-
ordinate system depending on the position and pose of the
sensor, the transformations aligning all images have to be
computed. This process is called range image registration.
The latest laser scanning technologies enable the accurate
acquisition of both geometry and color information of the
object of interest.

In this paper we will focus on range image registration of
a non-Lambertian textured object devoid of salient geomet-
ric features under uncontrolled environment. We assume
that two range images together with color images in differ-
ent poses are captured from a fixed viewpoint under fixed
unknown illumination conditions. We also assume that nei-
ther shadows nor inter-reflections exist.

The irradiance at a point on an object surface changes
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when the object pose changes. As a consequence, the photo-
metric appearance, such as color, of the same point in differ-
ent range images changes. Using photometric features that
depend on the object pose thus degrades the performance of
the registration when they are used for establishing match-
ing.

Albedo is the ratio of the diffuse reflected light over the
irradiance, and it is invariant to the object pose, viewpoint or
illumination condition. This property depends on only the
object material and exhibits sufficient saliency for match-
ing in the case of textured surfaces. Therefore, albedo is
a powerful feature for range image registration of textured
objects devoid of salient geometric features under fixed il-
lumination conditions.

Albedo at a point can be directly computed when both
the diffuse reflection and the incident illumination at this
point are known. However, under uncontrolled environ-
ments or if the surface exhibits specular reflections (like
shiny surfaces for example), computing albedo becomes a
demanding problem. As a consequence, previous work that
makes use of albedo, for example [3, |5], assumes the Lam-
bertian surface (diffuse reflection only) and known incident
illumination. In these approaches, specular reflections at the
surface of an object are not considered.

We propose a method for registering two range images
of a specular object under unknown illumination environ-
ment. To compute albedo at the surface, incident illumi-
nation and diffuse reflection components are required. For
each range image, we generate candidates of light source
directions, using normals at the surface and local peak of
intensity. Illumination consistency on two range images
allows us to detect incident illumination directions among
the candidates. The detected incident illumination direc-
tions then enable us to define regions where the diffuse re-
flection components are accurately extracted. We compute
albedo in these regions and extrapolate it by using neigh-
boring similarities. In this way, we obtain albedo over the
range images. The estimated albedo is used as an input of
an existing registration algorithm to show the usefulness of
our proposed method. Fig. 1 illustrates the flowchart of our
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Figure 1: Basic flow of the proposed method.

proposed method. Our intensive experiments show the ef-
fectiveness of our proposed method. To our best knowledge,
no method on range image registration has been proposed
that can handle specular objects under unknown illumina-
tion environment.

2. Related work

For objects lacking in salient geometric features, many
approaches using photometric features have been discussed.
For example, Godin et al. [4] proposed to use dense at-
tributes of range image elements as a matching constraint.
Weik [17] proposed to use texture intensity gradient and in-
tensity difference. Johnson and Kang [5] proposed to deal
with textured 3D shapes by using color. Okatani et al. [10]
proposed to use chromaticity for registration. Brusco et
al. [2] proposed to incorporate texture information in the
concept of spin-images. Pulli ef al. [11] proposed a new
mismatch error to improve registration using both color and
geometric information. However, because color or chro-
maticity depends on the object pose, the viewpoint and il-
lumination, the performance of these methods is degraded
when the illumination change has significant effects on the
object appearance.

On the other hand, albedo is a photometric property in-
variant to the pose of the object, the illumination condition
and the viewpoint, and is thus powerful for the purpose of
matching. Cerman et al. [3] proposed to use albedo differ-
ence to match points for range image registration. However,
this point-based approach is sensitive to data noise and re-
quires precise knowledge on the illumination. Therefore it
is not practically applicable to real data.

More recently Thomas et al. [15] proposed to use local
distribution of albedo to enhance robustness for range im-
age registration. Adaptive regions are defined at the surface
of an object by using local distribution of albedo and a met-
ric is then defined to match points using the regions. The
rigidity constraint on surface is also introduced to eliminate

false matches to improve accuracy of matching. Though
this method achieves robust registration under a rough es-
timation of illumination, it is limited to Lambertian objects
illuminated by a single distant light source.

In other approaches, Bay ef al. [1] proposed a scale and
rotation invariant descriptor called SURF that makes use of
an integral image to speed up the computation and compar-
isons. Tola et al. [16] also proposed a local descriptor that
can be quickly computed and used even in low-quality im-
ages. However, these techniques do not directly use avail-
able 3D information but use 2D information projected from
3D, and are thus sensitive to texture deformation caused
by the projection. In fact, the same texture captured from
different viewpoints produces differently deformed 2D tex-
tures, which makes these techniques problematic. More-
over, these approaches focus more on computational ef-
ciency than on accuracy.

To deal with specular reflections under complex illumi-
nation environments, recent works on reflectance analysis
can be used. Several methods to separate or decompose re-
flection components of textured surfaces can be found in the
literature ([8], [12], [6]). For example, Lin et al. [6] pro-
posed to separate reflection components from a sequence of
images by computing the median intensity of correspond-
ing pixels in the image sequence. However, this method re-
quires a large number of images as well as pixel correspon-
dences over all images. It is thus inappropriate for range
image registration.

Tan et al. [13] proposed a method to separate reflec-
tion components of textured surfaces from a single image.
By assuming the dichromatic reflection and a single distant
light source, a specular free image is generated by locally
and non-linearly shifting each pixel’s intensity and maxi-
mum chromaticity. This specular free image has exactly
the same geometrical profile as the diffuse components.
Though this method achieves accurate separation of reflec-
tion components, it can not handle multiple light sources
and high intensity textures.

In contrast to previous work, our proposed method can
handle changes in photometric appearance, non-Lambertian
surfaces and unknown complex illumination environments
even in the presence of high intensity textures.

3. Local computation of albedo

Computing albedo at the surface requires diffuse reflec-
tion components and light source directions. In the case of a
scene illuminated by a single distant light source and given
the corresponding illumination chromaticity, a method ex-
ists that separates the reflection components of the textured
surface [13]. On the other hand, in our case, the illumina-
tion environment is not restricted to a single light source
and such a separation technique can not be applied to the
whole surface. However, even in the case of multiple light



sources, there exist some regions where the incident illumi-
nation can be approximated by a single light source. We
thus divide the whole image into regions so that we have
a region that is approximated by a single light source illu-
mination. We call such regions non-ambiguous. We can
then separate the reflection components of non-ambiguous
regions to locally compute albedo.

3.1. Detection of specular highlights

For a smooth surface without high intensity texture, a
specular highlight is centered on the mirror-like reflection
direction, which is useful to estimate incident illumination
direction. If the surface exhibits regions with high intensity
texture, however, it becomes difficult to distinguish between
specular highlights and regions with high intensity texture.
Therefore, we first detect all highlights at the surface that
can be either a specular highlight or a high intensity texture
region. We then employ illumination consistency between
two range images to discriminate specular highlights from
high intensity texture regions.

Highlight detection If we consider a region with homo-
geneous texture, then a specular highlight will exhibit a lo-
cal peak of intensity. This is because the specular reflection
component increases as the viewing direction comes closer
to the mirror-like reflection direction. We thus detect local
peaks of intensities at the surface.

Points with lowest intensities in the image are first re-
moved to focus on only significant specular highlights (with
sufficient intensity). Then we obtain several connected re-
gions. For each connected region, the average avg and stan-
dard deviation std of the intensities are computed, and each
pixel x such that I(x) > avg + std is selected, where I(x)
is the intensity at x. Then, if the current connected region
is separated into several connected parts, the same process
is applied to each connected part. The detection stops when
the number of connected regions becomes stable. Each con-
nected region represents one possible specular highlight.

Specular highlights Some of the detected highlights may
be high intensity texture regions, which may cause inaccu-
rate estimation of incident illumination directions. We first
compute light source direction of each highlight and then
employ illumination consistency to discriminate between
specular highlights and high intensity texture regions.

The illumination condition is assumed to be fixed when
two range images are captured. This means that the light
source directions producing corresponding specular high-
lights are the same in two range images. We will call this
illumination consistency.

Normals at the surface are available for two range im-
ages. We can thus estimate the incident illumination direc-
tion that can produce such highlight. To be more specific,

we first compute the average of the incident light vectors
in the highlight region, where an incident light vector at a
point x is computed by rotating the viewing directions at a
point x around the normal at point x with an angle of 7.
This is because for smooth surfaces, the viewing directions
in this region is roughly centered on the mirror-like specular
reflection direction.

The highlight regions are then clustered into groups that
are produced by similar light sources. Namely, consider
the sets (H1,;)jef0,n,] and (Ha,j)je[0,n2) of the highlight
regions of two range images, with n; and no the number of
highlight regions. We combine highlight regions using the
criterion below:

Vi € [1,2],V(4,7") € [0,n;], ifacos(l; ;- 1; j+) < Thy
then the corresponding regions are combined,

(1

where 1; ; is the estimated normalized light direction for the
highlight region H; ;, (1-1) is the scalar product of two
vectors 1 and 1/, and T'h; is a threshold (for example 20 de-

grees). When two regions H; ; and H; j/ are combined into
i+l 40

a group, H; ; is added to H; ;, ; ; = 5

removed from the list of highlight regions.

We then eliminate high intensity texture regions using
the illumination consistency constraint. We here assume
that for each range image, each light source illuminating
the object produces specular reflections. This means that
the distribution of normals at the surface should be wide
enough, so that for each light source there exists at least one
region at the surface for which the viewing direction is close
to the mirror-like reflection direction.

Assume a region as a specular highlight in a range image
and consider its corresponding light source direction. If no
specular highlights can be found in the other range image
with its similar corresponding light source direction, then
the same light source does not illuminate the object in the
other range image, which contradicts to the assumption of
fixed illumination. Accordingly, we use the criterion below:

and Hi,j’ is

Vi € [1,2],Vj € [0, n;],

if for i’ € [1,2],7 #1,Y5" € [0,ny],
acos(l; ;- Lis j/) > Thy,

then the region H; ;is eliminated.

(@)

Fig. 2 illustrates the illumination consistency constraint un-
der a fixed viewpoint and fixed illumination condition.

We finally obtain consistent specular highlights on two
range images with their estimated incident light direction.
These specular highlights are then used to compute the illu-
mination chromaticity of each light source. The estimated
light source direction are used to detect non-ambiguous re-
gions each of which is mostly illuminated by a single dom-
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Figure 2: [llumination consistency constraint.

inant light source. Details of these procedures are given in
the next sections.

3.2. Detection of non-ambiguous regions

For each specular highlight, we have estimated its mostly
dominant light source direction. If the incident illumina-
tion of a region is a single distant light source, we can use
the method [13]. We can not, however, directly apply the
method [13] to the whole surface, because the illumination
environment can be composed of multiple light sources. In
fact, the method [13] requires a normalized image that sim-
ulates pure white illumination. However, we can not obtain
a normalized image if the scene is illuminated by unknown
multiple light sources with different colors. This is because
the normalization process is not additive, not even linear.

We assume that each detected light source is distant from
the surface so that the incident light rays coming from one
light source is the same for all points at the surface. By
using the detected incident light directions, we compute a
shadow map for each detected light source. Namely, for a
light L with its directional vector 1 = (I,1,,1.), we define
the shadow map S induced by L proportional to the energy
received from L by each point at the surface. More pre-
cisely, for a point x on the surface with normal n and with
angle © between 1 and n, we define

S(x,L) = cosO. 3

To detect non-ambiguous regions, we use the criterion
below:
if (S(x,L1) < Thy or S(x,L2) <Thy)
then x is in a non-ambiguous region “)

else x is in an ambiguous region,

where L1 and Lo are the two light sources such that the in-
tensity of the shadow maps at the point x are greatest. The
threshold T'h,, is a value between 0 and 1. In the experi-
ments, we chose T'h, = 0.7 that corresponds to an angle

— Ambiguous region, a>Thand b >Th

Figure 3: Definition of ambiguous regions.

O of about 45 degrees. For each non-ambiguous regions,
we attach the light source that emits the most energy in-
side this region and regroup regions with the same corre-
sponding light sources. We remark that it is preferable to
over-detect ambiguous regions rather than non-ambiguous
regions. This is because errors in the albedo estimation may
propagate during the subsequent extrapolation process.

As a consequence, we obtain non-ambiguous regions in
two range images in which we can reliably and adaptively
separate reflection components using a single distant light
source.

3.3. Estimating albedo of non-ambiguous regions

For each non-ambiguous region, the incident illumina-
tion can be approximated by a distant single light source
whose illumination chromaticity can be estimated. We can
thus independently apply the method proposed in [13] to
each non-ambiguous regions for separating reflection com-
ponents of these parts of the surface. We briefly recall the
method proposed in [13].

The dichromatic reflection model at a pixel x can be ex-
pressed as:

I(x) = wa(x)B(x) + ws (%) G(x), (5)

where I = (I, I, I,) is the color vector of image intensity,
x = («x,y) is the image coordinates, wy(x) and w,(x) are
the weighting factors for diffuse and specular reflections,
B(x) represents the color vector of the diffuse reflection
and G(x) represents the color vector of the specular re-
flection. Note that we assume that the specular reflection
intensity is equal to the illumination intensity, without any
inter-reflections. The first part of the right-hand side in (5)
represents the diffuse reflection component and the second
part represents the specular reflection component. The ba-
sic idea for separating reflection components is to iteratively
compare the intensity logarithmic differentiation of an in-
put image and its specular-free image. We remark that a
specular-free image is an image that has exactly the same
profile as the diffuse image.

The input image should be a normalized image that sim-
ulates a pure white illumination. Accordingly, the input
image is normalized by the illumination chromaticity. To



compute illumination chromaticity, several methods based
on color constancy can be found in the literature. In partic-
ular, the method [ 14] achieves robustness as well as accurate
estimation of the illumination chromaticity by using specu-
lar reflection intensity. The specular-free image is generated
by shifting each pixel’s intensity and maximum chromatic-
ity nonlinearly. Given a normalized and a specular-free im-
age, the reflection components are then iteratively separated
until the normalized image has only diffuse pixels.

As a result, a diffuse normalized image is obtained. This
estimated diffuse image is then used, together with the es-
timated light source direction corresponding to the non-
ambiguous region and the diffuse reflection model, to es-
timate albedo in this region.

4. Extrapolating albedo into ambiguous re-
gions

Up to here, we have computed albedo in non-ambiguous
regions. However, in ambiguous regions, albedo is still un-
known and matching points in these regions is not yet pos-
sible. We remark that albedo has been computed in sev-
eral parts in the surface and we expect that several points
in the ambiguous regions have albedo similar to points in
non-ambiguous regions. We thus estimate albedo in the am-
biguous region by extrapolating albedo computed in non-
ambiguous regions.

We consider a small region at the surface without spec-
ular highlights. The energy reflected at points inside this
region is then mostly diffuse. As a consequence, the chro-
maticity or maximum chromaticity of points inside this re-
gion with the same surface color is similar to each other.
Therefore, by comparing maximum chromaticity of points
inside the regions, we can identify points having similar
albedo.

For a point x at the surface, the maximum chromaticity
o(x) of the point x is defined as follows:

max(7(x), Iy(x), Ir(x))
L (%) + Iy(x) + I (x)

o(x) =

(6)

Starting from the diffuse points in the ambiguous region
that have a neighbor in a non-ambiguous region, albedo val-
ues are iteratively and locally extrapolated until the size of
the ambiguous region converges to a constant value. At
each iteration, considering a point x at the border of the am-
biguous region, we extract the point y in the neighborhood
of x such that e = |o(x) —o ()| is minimal and albedo of y
is known. If € is smaller than a threshold T'h. (for example
The = 0.1), then we set the albedo value of x to the one of
y and remove x from the ambiguous region. Namely, we

Non-ambiguous region

Ambiguous region =
® Point with unknown albedo
* Viginity with known albedo
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Figure 4: Albedo extrapolation.

process as follows:

y = argmingey () (|0 (x) — o(p)]),
if |o(x) — o(y)| < The,
then alb(x) = alb(y)

and we remove x from the ambiguous region,

)

where alb(x) is the albedo of point x and V' (x) is a neigh-
borhood of x such that Vp € V(x), ||x — pll2 < Thy and
p is in a non-ambiguous region, with Thy, a threshold (for
example Thy = 0.06 mm if the resolution of range image
is 0.01 mm). Fig. 4 illustrates different stages of the extrap-
olation procedure.

As aresult, we extrapolate albedo to the rest of points on
the surface that are not inside a specular highlight. We then
obtain albedo over the surface. The estimated albedo thus
becomes useful for registering range images. The obtained
range image where each point has its corresponding albedo
is called the albedo map.

5. Registration

In order to show the usefulness of our method, we use
our estimated albedo map as an input of the iterative method
for range image registration proposed in [15].

The method [15] uses adaptive regions defined from the
local distribution of albedo. Namely, by defining a speed
image for a range image, a contour is propagated from each
point using a level-set approach, which defines an adapted
region for each point.

A similarity metric between two points of interest is then
defined based on supports from the corresponding points in-
side regions for the two points. This similarity metric rep-
resents the albedo similarity of corresponding points inside
the regions weighted by the geometric similarity of the re-
gions. To eliminate incorrect matches the rigidity constraint
is used.

As a result, the obtained list of matches is robust and
accurate enough to be used for the estimation of the trans-
formation using a weighted least square approach [7].



6. Experiments
6.1. Evaluation with synthetic data

We conducted experiments with synthetic data to verify
the robustness of our proposed method with respect to noise
in both normals and intensity and against changes in illumi-
nation conditions. The synthetic data were obtained with a
3D modeler software (3D Studio Max) (see Table 1). The
exact albedo image is known and intensity at the surface
with a known specular reflection component and synthetic
light sources was simulated using the Torrance and Sparrow
reflection model [9] (Fig. 5).

Before applying our method, we manually established
a rough pre-alignment of two range images. This align-
ment allowed us to simulate the case where the input
data were captured from two different viewpoints rota-
tionally differentiated by 18.09 degrees around the axis
(0.0057,0.9997, —0.025).

In order to see the effects against data noise, we ran-
domly transformed the normals and intensity of the two
range images. More precisely, let the latitude and longi-
tude angles in the unit sphere between the direction of a
perturbed normal and a ground truth normal be « and © re-
spectively, in which © is uniformly generated from 0 degree
to 360 degrees. The normals were perturbed with different
values of a. On the other hand, the surface intensity was
perturbed with Gaussian noise with 0 mean and X variance,
where ) is a percentage of the average of the ground truth
intensity of the surface.

We evaluated our method with different values of a and
A. The value o was changed from 0 to 10.3 degrees by 0.6
degrees. The value A was changed from O to 8.5 percents
by 0.5 percents. For each values of o, A, we applied our
method 20 times under the same initial conditions.

Figures 6 and 7 show quantitative evaluation of registra-
tion results in terms of averages and variances of the angle
error and axis error of the obtained results under various
different level of noise in normals and in intensity, respec-
tively. We observe that even with a noise in normals of vari-
ance 10 degrees, the largest error remains under 0.2 degrees
for the angle accuracy and under 1.0 degrees for the axis
accuracy. For noise in intensity, we observe that even with
a noise of variance 8%, the largest error remains under 0.8
degrees for the angle accuracy and under 2.5 degrees for
the axis accuracy. Our method achieves robustness for both
noise in normals and intensity.

Figure 8 shows the estimated albedo computed for the
input range images in Fig. 5 and the qualitative result of the
registration. We observe that as expected the specular ef-
fects are correctly removed and that the estimated albedo is
globally invariant to the viewpoint, the pose of the object
and the illumination. We also observe that the registration
achieves accuracy with the same precision as the acquisition

Table 1: Description of the synthetic data.

Nb_Points | Resolution Expected_rot (angle; axis)

30650 0.0lmm | (18.090;0.006,0.999, —0.025)

(a) Superimposed.

(b) First image.

(c) Second image.

Figure 5: The input synthetic data.
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Figure 6: Results under noise in normals.
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Figure 7: Results under noise in intensity.

device accuracy. The albedo maps are as expected consis-
tent for the two range images.

In order to see the effects against illumination condi-
tions, we rendered two images with various kinds of illu-
mination. The light source direction is then computed using
the normal at the point x and the viewpoint, and the light
source position is defined with an arbitrary distance in the



(a) First image. (b) Second image. (c) Result.

Figure 8: Albedo map of input images and registration re-
sults.

light source direction. This is because we need specular
highlights at the surface and we preferred to choose a ran-
dom point x at the surface that represents the perfect spec-
ular reflection from the viewpoint rather than choosing the
position of the light source randomly.

We changed the position between the specular highlights
defining the light source directions. One light was fixed and
considered as a reference light and we evaluated our method
with three different value of d: 1.8, 1.2 and 0.8 where d
is the distance of the two ideal reflection points. For each
value of d, our method was applied 20 times with a random
light direction.

Table 2 shows the results obtained with our method. The
value Ratio is the ratio of ambiguous points over the to-
tal number of points in the two range images. We observe
that the largest error remains under 1.0 degree for the angle
accuracy and under 4 degrees for the axis accuracy. Figs. 9
and 10 illustrates the results obtained with our method when
using two light sources with d = 1.2. We show for compar-
ison, results obtained with the method proposed in [15]. We
observe that the diffuse reflection model did not work at all.
The result obtained with the method [15] has an angle er-
ror of 12.12 degrees and an axis error of 20.02 degrees. In
contrast, our method obtained accurate result, with an angle
error of 0.34 degrees and an axis error of 0.66 degrees. We
observe that our method effectively extracts albedo over the
range images. The ratio of ambiguous points was of 0.405
in this experiment.

6.2. Evaluation with real data

We also conducted experiments using a real object. We
employed a Konica Minolta Vivid 910 range scanner to ob-
tain two range images of a sphere (that we call data globe)
with specular reflection components under fixed and uncon-
trolled illumination (Fig. 11). This sphere was with diam-
eter of about 10cm. A mechanic system was used for rota-
tions to obtain ground truth of transformation.

Figure 11 shows the input range images acquired under
fixed and unknown illumination, from the same viewpoint
and with two different poses. Table 3 show the details of the

(a) Superimposed. (b) First image. (c) Second image.

(d) Albedo map (e) Albedo map in (f)  Extrapolated
with diffuse non-ambiguous re- albedo map.
reflection model. gions.

Figure 9: Simulation with two light sources.

(a) Diffuse reflec-
tion model.

(b) Our method.

Figure 10: Obtained results

data globe. Fig. 12 shows the obtained albedo map and the
qualitative registration result using the proposed method.
From Fig. 12 (a) and (b), we observe that our method suc-
ceeded in extracting albedo even in the presence of spec-
ular highlights and high intensity textures. As expected,
the specular reflections are successfully removed and the
albedo maps are consistent over the two range images. Us-
ing our estimated albedo we could obtain accurate registra-
tion result (Fig. 12 (c)). The angle error of the registration
was about 0.17 degrees and the axis error was about 0.79
degrees. The ratio of ambiguous points was about 0.12.

Table 3: Description of the data globe.

Nb_Points | Resolution Expected_rot (angle; axis)

31000 | 0.53mm | (22.495;0.025,0.942, —0.334)




Table 2: Results obtained with two light sources.

d Angle error | Variance of angle error Axis error Variance of axis error | Ratio | Variance of ratio
1.8 | 0.307 degrees 0.073 degrees 0.816 degrees 0.389 degrees 0.501 0.007
1.2 | 0.343 degrees 0.347 degrees 2.07 degrees 1.95 degrees 0.502 0.335
0.8 | 0.427 degrees 0.415 degrees 1.767 degrees 1.64 degrees 0.392 0.39

(a) Superimposed. (b) First image. (c) Second image.

Figure 11: The input data globe.

(a) Albedo map of
first image.

(b) Albedo map of
second image.

(c) Result.
Figure 12: Results with data globe.

7. Conclusion

We proposed a method for the registration of range im-
ages of specular objects devoid of salient geometric features
under uncontrolled illumination. By using highlights at the
surface and illumination consistency on two range images,
we estimate the incident illumination. We then use the il-
lumination information and the dichromatic model of re-
flection in order to locally estimate albedo. Locally esti-
mated albedo is then extrapolated into the whole surface
to obtain reliable albedo map. A range image registration
technique is then used to estimate the transformation align-
ing two range images. Experiments using synthetic data
and real data confirm the robustness and the accuracy of our
proposed method.
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