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Abstract

This paper presents a novel method for so-called hand-
eye calibration. Using a calibration target is not possible
for many applications of hand-eye calibration. In such si-
tuations Structure-from-Motion approach of hand-eye cali-
bration is commonly used to recover the camera poses up
to scaling. The presented method takes advantage of re-
cent results in the L∞-norm optimization using Second-
Order Cone Programming (SOCP) to recover the correct
scale. Further, the correctly scaled displacement of the
hand-eye transformation is recovered solely from the image
correspondences and robot measurements, and is guaran-
teed to be globally optimal with respect to the L∞-norm.
The method is experimentally validated using both synthetic
and real world datasets.

1. Introduction

In order to relate the measurements made by a camera
mounted on a robotic gripper to the gripper’s coordinate
frame, a homogeneous transformation from the gripper to
the camera needs to be determined. This problem is usu-
ally called hand-eye calibration and has been studied ex-
tensively in the past. The earliest solution strategies can
be found in [19, 20, 16, 2, 13]. These methods separate the
translational and the rotational parts of the hand-eye calibra-
tion and solve for them separately. An early comparison of
these methods was given in [21]. Later on, methods solving
for the rotation and the translation simultaneously appeared
[23, 7, 3, 22].

The common aspect of all the existing methods is that
they do not work with the camera measurements directly,
but rather with the camera poses derived from them by other
methods. The camera poses are usually estimated by ob-
serving a known calibration target. Since the calibration
target has known dimensions, camera poses with correct
scale can be obtained. However, there are many situations
when using an accurately manufactured calibration target
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Figure 1: A relative movement of the camera–gripper rig.

is not convenient or is not possible at all. Indeed, using
a calibration target in applications such as mobile robotics
or endoscopy may be unacceptable due to the restrictions in
limited on-board weight or respectively to the strict sanitary
conditions.

Andreff et al [1] proposed a method for “calibration-
less” hand-eye calibration based on the Structure-from-
Motion (SfM) approach. The authors employed SfM to re-
cover the unknown camera poses. Since SfM can recover
camera poses up to scale, the work introduced an explicit
scaling factor to the hand-eye calibration equation. A simi-
lar approach was presented in [14], where a scaling factor
was included into methods [7] and [3].

Recently, a number of methods providing globally op-
timal solutions to various geometrical problems of Com-
puter Vision appeared. Specifically, two similar frame-
works based on minimization of quasi-convex functions
using Second-Order Cone Programming (SOCP) were pre-
sented in [9, 8]. In [5], Hartley and Kahl extended this
approach to include both rotation and translation and in-
troduced a branch-and-bound algorithm for finding relative

3497



camera poses optimally in the L∞-norm using Linear Pro-
gramming. This result allowed Seo et al [15] to revisit the
hand-eye calibration problem. However, the work [15] as-
sumed all the translations to be zero and provided globally
optimal estimates for such translation-less systems.

In this paper we present a modification to the SfM app-
roach to hand-eye calibration. First, we estimate the rota-
tional part of the hand-eye calibration separately using any
convenient method. Next, we use SOCP to estimate the
translational part from the original image correspondences
and robot measurements. This formulation does not require
the scaling factor to be estimated explicitly, but it can be re-
covered easily if needed. Furthermore, the estimated trans-
lation is globally optimal with respect to the reprojection
error and the L∞-norm.

2. Problem Formulation

Suppose a camera has been rigidly attached to a robot’s
gripper. The objective of hand-eye calibration is to derive a
homogeneous transformation

X =
(

RX tX
0� 1

)
, (1)

where rotation RX and tX ∈ R
3 are relating the coordinate

frames of the gripper and the camera, see Figure 1. This
can be done by manipulating the gripper into two or more
general positions and observing a scene from different ca-
mera viewpoints. In the rest of this paper we will assume
that the internal calibration of the camera is known and that
the camera measurements are unit vectors representing the
directions from the centers of the cameras to the respec-
tive 3D points. It has been observed [20] that two motions
with non-parallel rotation axes are a sufficient condition for
a unique solution for X.

Now, let’s suppose that the gripper has been manipulated
into n relative movements with the camera measuring m
correspondences uij ↔ vij , j = 1, . . . , m for every move-
ment i = 1, . . . , n. The restriction for the equal number of
correspondences m for every movement is used here just to
simplify the notation and can be easily removed by adding
another level of indexing. Let Bi denote the transformation
from the coordinate frame of the gripper in its starting posi-
tion to the coordinate system of the gripper’s end position.
Transformations Bi can be obtained from the robot’s posi-
tioning software and are thus considered to be known. Let
Ai denote the relative camera pose transformations. Camera
poses with correct scale can be determined by camera cal-
ibration with a known calibration target, or up to scaling
using SfM approach. Transformations Ai,Bi and X are con-
nected by the following relation, see Figure 1:

AiX = XBi. (2)

This equation can be easily decomposed into rotational and
translational parts

RAiRX = RXRBi , (3)

RAitX + stAi = RXtBi + tX, (4)

where RAi , RBi ∈ SO(3), tAi , tBi ∈ R
3 capture the respec-

tive rotations and translations. If both tAi and tBi were mea-
sured using the same unit, Equation 4 would hold for scal-
ing factor s = 1. Note that Equation 3 can be solved for RX
regardless of the value of s.

3. Structure from Motion

Structure-from-Motion is a general method for obtain-
ing camera poses from images and consists of the fol-
lowing steps: (i) salient image feature detection and de-
scription, (ii) feature descriptor matching between image
pairs, (iii) robust pairwise epipolar geometry estimation,
and (iv) 3D point triangulation and transformation of the
relative camera poses to a common coordinate frame. In
this paper, we are mostly interested in steps (ii) and (iii) as
the verified matches uij ↔ vij and the relative camera rota-
tions RAi are the input to the presented hand-eye calibration
method. Having internally calibrated cameras, the decom-
position of the obtained essential matrix EAi into RAi and
tAi is simple, as the position of the triangulated 3D points
can be used to select the correct configuration from the four
possible choices [6].

4. Second-Order Cone Programming

It was observed in [8] that various problems from mul-
tiview geometry can be written in the following min-max
form

min
x

max
i

‖Fix + bi‖2

c�i x + di
subject to c�i x + di ≥ 0, (5)

where x is the vector of unknowns to minimize over, i is the
number of measurements, Fi matrices, and bi, c�i vectors,
all of compatible dimensions. If we consider the individual
functions ‖Fix + bi‖2 /

(
c�i x + di

)
as the components of

a vector, Problem 5 may be thought of as L∞-norm mini-
mization of this vector. Problem 5 can also be formulated
in the following, more convenient, form:

Minimize γ
subject to ‖Fix + bi‖2 − γ

(
c�i x + di

)
≤ 0 (6)

Note that because each of the constraints is convex and the
objective function is linear, Problem 6 has a unique solution.

The key observation in [8] is that since for a fixed γ ≥ 0
the constraint ‖Fix + bi‖2−γ

(
c�i x + di

)
≤ 0 is a Second-

Order Cone constraint, we can formulate the following
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Second-Order Cone Programming (SOCP) feasibility prob-
lem

Given γ
does there exist x

subject to ‖Fix + bi‖2 − γ
(
c�i x + di

)
≤ 0

for ∀i ?
(7)

To solve the original Problem 6 we can employ a bisection
scheme for γ ≥ 0 and evaluate Problem 7 repeatedly for
fixed values of γ.

Further, it was also observed in [8] that angular repro-
jection error can be minimized using this approach. With
known internal camera calibration, image measurements
may be taken to represent unit direction vectors in space.
Given a correspondence u ↔ v, u,v ∈ R

3 and assum-
ing the angle ∠(u,v) is positive and smaller than π/2, the
reprojection error can be represented as

tan (∠(u,v)) =
sin∠(u,v)
cos∠(u,v)

=

∥∥[u]× v
∥∥

2

u�v
, (8)

where matrix notation [u]× v represents the cross-product
u× v [6].

5. Theory

In this section, we derive a modification of Problem 7
and use it to formulate a bisection scheme to estimate the
translational part tX of hand-eye calibration given a known
rotation RX. Finally, we describe the complete SfM algo-
rithm for hand-eye calibration.

5.1. Feasibility Test

As we can see from Equation 2, the relative camera pose
for the i-th relative rig movement can be expressed in robot
measurements, rotation RX, and translation tX as

Ai = XBiX
−1 =

(
RAi stAi

0� 1

)
,

RAi = RXRBiR
�
X , (9)

stAi =
(
I− RXRBiR

�
X

)
tX + RXtBi .

In was observed in [8, 5] that knowing a relative camera
rotation R, correspondences uj ↔ vj , j = 1, . . . , m and
error bound γ, the bisection scheme can be used to solve for
relative camera translation t using the following feasibility
problem formulation

Given R, γ
do there exist t,Yj

subject to ∠ (uj ,Yj) ≤ γ
∠ (vj , RYj + t) ≤ γ

for j = 1, . . . , m ?

(10)

Note that since the pose transformation cannot be applied
directly onto the correspondences, scene points Yj ∈ R

3

also need to be recovered.
In order to apply the bisection framework [8] to hand-

eye calibration, we use Problem 10 to formulate a related
feasibility problem with tX as the unknown. By substituing
R = RAi and t = stAi from Equation 9 and repeating for all
relative rig movements i = 1, . . . , n we get

Given RX, γ
do there exist tX,Yij

subject to ∠ (uij ,Yij) ≤ γ
∠

(
vij , RXRBiR

�
X Yij+(

I− RXRBiR
�
X

)
tX + RXtBi

)
≤ γ

for i = 1, . . . , n, j = 1, . . . , m ?
(11)

Again, as a “by-product” of the problem formulation, scene
points Yij are recovered. Using the angular error formu-
lation from Equation 8 we can formulate equivalent con-
straints so that they are linear in the optimized variables tX
and Yij , making Problem 11 an SOCP feasibility problem
solvable by an SOCP solver. Indeed, we can write the con-
straints of the first type as

∠(uij ,Yij) ≤ γ

⇔
‖uij × Yij‖2

u�
ijYij

≤ tan (γ) (12)

⇔
∥∥∥[uij ]× Yij

∥∥∥
2
− tan (γ)u�

ijYij ≤ 0.

Analogously, for the second type of constraints we get

∠ (vij , RAiYij + stAi) ≤ γ

⇔
‖vij × (RAiYij + stAi)‖2

v�
ij (RAiYij + stAi)

≤ tan (γ) (13)

⇔
∥∥∥(

[vij ]× RXRBiR
�
X Yij + [vij ]×

(
I− RXRBiR

�
X

)
tX

)

+ [vij ]× RXtBi

∥∥∥
2
−

tan (γ)
((

v�
ijRXRBiR

�
X Yij + v�

ij

(
I− RXRBiR

�
X

)
tX

)
+v�

ijRXtBi

)
≤ 0.

As can be observed from the formulation of Problem 11,
since the actual values of translations tAi are not used, the
scaling factor s does not need to be known. The correct
scale of tX is derived solely from tBi . However, the value of
s can be computed using Equation 9 if needed.

5.2. Bisection

In order to use Problem 11 for the estimation of the trans-
lation tX, a bisection scheme is employed. In every iter-
ation, the value of γ is fixed and Problem 11 is solved.
The algorithm starts with γ = tan(π/4) and the iteration
loop ends once the difference of the lower and upper bounds
γlow, γhigh reaches a prescribed accuracy ε.
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Algorithm 1 Bisection
Require: RX, ε > 0

γlow ← 0
γhigh ← 2
while (γhigh − γlow) ≥ ε do

γ ← (γhigh + γlow)/2
(tX, feasible) ← Feasibility Problem 11
if feasible then

γhigh ← γ
else

γlow ← γ
end if

end while
return tX

5.3. SfM Algorithm for Hand-Eye Calibration

Finally, we can formulate the complete algorithm for the
hand-eye calibration using our SfM approach. Since both
the SfM method and the method for RX estimation can be
changed at the user’s convenience, this formulation can be
seen as a meta-algorithm.

Algorithm 2 SfM Hand-Eye Calibration

1. Estimate the relative camera rotations RAi using a con-
venient SfM method, e.g., method [17].

2. Estimate RX using RAi and RBi , e.g., using method [13].

3. Use Algorithm 1 to find the optimal tX using RX and
required precision ε.

6. Experimental Results

In the following sections, the proposed Algorithm 2 is
validated both by synthetic and real data experiments. We
used method [13] to obtain RX from RAi and RBi and Se-
DuMi [18] as the SOCP solver. All the reported times were
achieved using a standard Intel Core 2 based consumer PC
running 64-bit Linux and MATLAB 7.6.

6.1. Synthetic-data Experiment

A synthetic scene consisting of 100 3D points randomly
generated into a ball having radius 1, 000 mm and 10 abso-
lute camera poses set such that the cameras faced approx-
imately the center of the ball were created. The generated
3D points were measured in the respective cameras giving
raise to correspondences uij ↔ vij . Two experiments were
conducted with the generated scene. First, the accuracy and
efficiency of Algorithm 1 was studied for different values
of the prescribed accuracy ε. Secondly, the performance of
Algorithm 2 was tested on noised correspondences.

ACCURACY experiment Twenty random transforma-
tions X were generated and the tasks composed of the known
RX, the known correspondences uij ↔ vij , and 9 relative
movements Bi, computed from the known absolute camera
poses and the generated transformations, were constructed
for each of them. These tasks were solved for 5 different
values of ε ranging from 10−6 to 10−2 with equal steps on
a logarithmic scale and the output was plotted to Figure 2.

The results show that not only the optimized maximum
angular reprojection error but also the error of the estimated
tX, measured as the distance between the known and the
estimated value of tX, decreases rapidly with decreasing ε.
On the other hand, the convergence time increases because
more iterations are needed for the bisection.

NOISE experiment The same twenty random transfor-
mations X and the corresponding relative movements Bi

were used in the second experiment, where ε was fixed to
10−5 but the measurements uij ↔ vij were corrupted with
Gaussian noise in the angular domain. 11 noise levels were
used, σ2 ∈

〈
0, 10−3

〉
in 10−4 steps.

The experiment consisted of two parts, the first one test-
ing the stability of the computation of tX for known RX by
assigning relative camera rotations RAi to the known values
while the latter one testing the stability of the whole pro-
posed algorithm. Relative camera rotations were computed
by decomposing the essential matrices EAi , describing rela-
tive camera poses up to scaling, robustly computed from the
noised correspondences by RANSAC [4] using the 5-point
minimal relative pose problems for calibrated cameras [12]
in the latter part.

Figure 3a shows the relation of the maximum angular
reprojection error achieved by Algorithm 2 for the various
values of σ2 with ε = 10−5 both for the known and for
the computed RX. The relation of the error of the estimated
tX for the various σ2 values for both parts of the test can
be seen in Figure 3b. As the mean length of the generated
tX was 259.1 mm in our experiment, the error of the esti-
mation stayed under 5% even for high noise levels. The
convergence times of the algorithm were around 3 minutes
for the noise-free task and increasing towards 4 minutes for
the tasks using noised correspondences.

6.2. Real-data Experiment

A Mitsubishi MELFA-RV-6S serial manipulator with
a Nikon D3000 digital SLR camera and an AF-S DX
NIKKOR 18–55 mm VR lens (set to 55 mm) was used to
acquire the data for the experiment, see Figure 4a. The
robot was instructed to move the gripper along the surface
of a sphere of radius approximately 700 mm centered in the
middle of the scene objects. The position of the gripper was
adjusted using the yaw and pitch angles measured from the
center of the sphere to reach ten different locations with five
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Figure 2: ACCURACY experiment. (a) The mean error of the estimated tX for the various values of ε plotted in loglog scale
together with the variance over the twenty constructed tasks. (b) The mean convergence time of Algorithm 1 for the various
values of ε plotted in semilogx scale together with the indicated variance.

σ2 of the Gaussian noisem
ax

an
gu

la
rr

ep
ro

je
ct

io
n

er
ro

r
[r

ad
] -3

-3

0
0

1

1

2

3

4

0.2 0.4 0.6 0.8

×10

×10
(a)

er
ro

r
of

th
e

es
ti

m
at

ed
t X

[m
m

]

σ2 of the Gaussian noise -3

5

10

15

20

25

0
0 10.2 0.4 0.6 0.8

×10
(b)

Figure 3: NOISE experiment. (a) The maximum angular reprojection error for the various values of σ2 recovered by Al-
gorithm 2 with ε = 10−5. Blue: Mean maximum error for the known RX together with the variance over the twenty tasks.
Red: Mean maximum error for RX computed by [13] from RAi from the noised correspondences uij ↔ vij together with the
indicated variance. (b) The error of the estimated tX for the various values of σ2, see (a) for the description of the colors.

different yaw angles for each of the two possible pitch an-
gles. The gripper was set to face the center of the sphere
up to a small additive noise. The camera was set to manual
mode and images of 3, 872×2, 592 pixels were taken using
a remote trigger.

Two image sets for two different scenes were acquired—
a scene with a calibration target used for obtaining internal
camera calibration and a scene with general objects to show
the contribution of the proposed method over the hand-eye
calibration approaches that rely on a known calibration tar-
get. The calibration matrix together with two parameters
of radial distortion were computed using [11] and images
were radially undistorted prior being further used in order
to improve SfM results. Knowing the focal length of the

camera, the angular resolution of the acquired images could
be computed as 1 pixel ≈ 1.15 × 10−4 rad.

CALIBRATION scene Scene CALIBRATION, see Fig-
ure 5a-c, was primarily used for internal camera calibration
but since the calibration procedure outputs the uij ↔ vij

correspondences as its by-product, we used the scene for a
hand-eye calibration experiment as well. The approach used
for the NOISE experiment with the synthetic data was also
used to obtain relative camera rotations RAi from the cor-
respondences. Relative robot rotations RBi and translations
tBi were obtained from the known gripper-to-base transfor-
mations TBi .
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(a) (b)

Figure 4: Real-data experiment. (a) A Mitsubishi MELFA-
RV-6S serial manipulator used to acquire the data for the ex-
periment. A Nikon D3000 digital SLR camera mounted on
the gripper using a self-made mechanical reduction. (b) The
3D model output from Bundler containing 10, 680 triangu-
lated 3D points and the poses of all the ten cameras.

(a) (b) (c)

(d) (e) (f)

Figure 5: Sample images of our scenes taken by the camera
mounted on the gripper of the robot. (a-c) Scene CALI-
BRATION. (d-f) Scene GENERAL.

A task composed of 9 motions, which were the rela-
tive motions between gripper positions 1–2, 2–3, . . . , 9–
10, and the respective correspondences uij ↔ vij , to-
taling 1, 583 entries was constructed. Algorithm 1 con-
verged in 596 seconds for ε = 10−5 giving a solution
with the maximum angular error 7.3 × 10−4 rad. The
computed rotation RX was close to the expected, rota-
tion along the z-axis by −π/2, and the obtained trans-
lation from the gripper to the camera center, −R�X tX =
(83.5,−19.3, 130.6)�, was close to the result of the method
of Tsai [20], (83.9,−17.8, 133.8)�, and corresponded with
a rough physical measurement on the mechanical reduction,
(90,−20, 130)�, showing the validity of the obtained re-
sults.

GENERAL scene Scene GENERAL, see Figure 5d-f,
was acquired in order to show the performance of the
method in real-world conditions. SIFT [10] image fea-
tures and Bundler [17]—a state-of-the-art open source SfM
implementation—were used to obtain the camera poses.
Camera focal length from the internal camera calibration
was stored as EXIF information in the individual images
and Bundler was instructed to preserve the focal lengths
read from EXIF.

The resulting 3D model output from Bundler contained
10, 680 triangulated points and the poses of all the ten cam-
eras, see Figure 4b. By examining the 3D point cloud,28 3D
points were manually labeled as erroneous and the projec-
tions of these points were excluded from the correspon-
dences. This procedure could have been skipped if an SfM
method triangulating 3D points from camera triplets in-
stead of pairs was used, since the error rate of such meth-
ods is close to zero. Relative camera rotations RAi were
computed from the camera projection matrices PAi output
from Bundler and relative robot rotations RBi and transla-
tions tBi were again obtained from the known gripper-to-
base transformations TBi . Due to a high number of corre-
spondences, only every tenth member of the set of corre-
spondences uij ↔ vij was used for computation giving
1, 929 entries in total for the task composed of the same
9 motions as in the previous experiment.

Algorithm 1 converged in 1, 067 seconds for ε = 10−5

giving a solution with the maximum angular error 6.1 ×
10−4 rad. Again, the computed rotation RX was close to the
expected one and the obtained translation from the gripper
to the camera center, (97.4,−14.0, 129.9)�, corresponded
with the rough physical measurement. We suspect that the
difference in the x and y coordinates was caused by the fact
that Bundler does not optimize for the position of the princi-
pal point and therefore a simplified camera calibration was
used, which led to a slightly biased estimation of RAi .

7. Conclusion

Using methods of SfM for hand-eye calibration is a natu-
ral approach in applications where a precise calibration tar-
get cannot be used. However, due to its inherent scale am-
biguity, SfM technique brings an additional degree of free-
dom to the problem. This paper addressed this drawback
by formulating the estimation of the hand-eye displacement
as an L∞-norm optimization problem. This formulation re-
covers the displacement with the correct scale using image
correspondences and robot measurements. In addition, op-
timality of the resulting displacement with respect to the
reprojection error is guaranteed. This allowed for the for-
mulation of a novel SfM based hand-eye calibration method
which performance was successfully validated by both syn-
thetic and real data experiments.
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