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Abstract—Recognizing the facial expression plays an impor-
tant role in human computer interaction. Following the recent
success of the Convolutional Neural Network (CNN) in image
classification and object recognition, this paper proposes a facial
expression recognition method that makes full use of CNNs to
detect face features globally and locally and that combines global
and local generic features for improving accuracy in recognition.
Our method uses global generic features with the Support
Vector Machine (SVM) classifier to generate most plausible
candidates in expression class while local generic features with
the SVM classifier to look into the candidates to re-rank them
for recognition. Experimental results using data-sets available
in public support the effectiveness of our proposed method by
demonstrating improved accuracy against the state-of-the-arts.

I. INTRODUCTION

Facial expression is a way of non-verbal communication that
has been analyzed for long time across various disciplines such
as psychology, neuroscience, computer science, engineering or
sociology. In computer vision, facial expression recognition
has been an attractive topic in recent years due to many
potential applications such as human computer interaction, ed-
ucation software, automobile safety, and telecommunications.

Various disciplines in studying facial expression recognition
reveal that the human vision recognizes facial expressions
via three types of facial perception: holistic, components-
based and configure-based perception [1]. Holistic perception
perceives faces as a single entity with discarding facial com-
ponents. In contrast, components-based perception focuses on
the role of facial components such as eyes, nose, and mouth.
Configure-based perception, on the other hand, relies on spatial
relations among facial components (e.g. left-eye and right-eye,
mouth and nose).

Following the three types of facial perception, recognizing
facial expressions has two main approaches [2]: appearance
based approach and 3D shape model based approach. The
former corresponds the holistic and components-based percep-
tions while the latter does to the configure-based perception.
Because the 3D shape model based approach requires a variety
of accurate 3D shape models in advance and constructing the
3D shape models of faces is tedious, it is less common than the
appearance based approach [2]. We thus direct our attention
to the appearance based approach in this work.

A Facial Expression Recognition (FER) method employing
the appearance based approach has two main steps: feature
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extraction from face appearances and feature classification. A
FER method can have a pre-processing to detect the whole
face from an input image by removing non-facial parts in
order to make the method robust against illumination variation,
background variation, etc.

The first step detects a feature vector representing the face
from a face image. Two types of features exist for FER:
the global feature and the local feature. Global features are
detected using the whole face image. In some methods, global
features are computed directly from the coordinates of facial
points [3] or the distance between facial points [4]. The high-
level data-driven representations of global features are also
proposed using the non-negative matrix factorization [5] or
the sparse coding [6]. Local features are detected only from
local regions of the face. Local features are computed as
the histogram of low-level features such as Local Binary
Patterns (LBP) [7], Histogram of Gradients (HoG) [8] or the
Bag-of-Words (BoW) [9]. Local features are tolerant against
illumination, rotation variation but they are sensitive to local
region detection.

In image classification and object recognition, on the other
hand, deep-learning (more specifically, the Convolutional Neu-
ral Network (CNN) [10]) based approaches are said to extract
the generic feature that describes the semantic meaning of im-
ages [11], and the generic feature obtained via CNN together
with the soft-max classifier or the Support Vector Machine
(SVM) classifier has been recently reported to achieve remark-
ably high accuracy and to outperform existing methods [12],
[13]. Since the generic feature are also effective for FER [14],
[15], we employ the generic feature for our FER method.

The second step classifies the features detected in the
first step into expression classes. Used here are classification
methods developed in machine learning such as SVM [16],
Deep Brief Network (DBN) [17] or k-Nearest Neighbor (k-
NN). In particular, the SVM classifier is known to work more
effectively than the soft-max classifier [12], [13], [18], and is
reported to be most promising for FER [2]. We remark that
features used so far in the classification step are either from the
whole face alone or from facial components alone. Combining
features from the whole face and from facial components is
not well exploited.

Current efforts devoted to FER are to seek as good features
as possible and/or to improve the employed classifier as
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Fig. 1. Framework of our proposed method.

much as possible. However powerful the feature becomes,
and however improved the ability of the classifier becomes,
there always exists the limitation of accuracy in recognition.
We should not rely too much on improved ability of the
feature and/or the classifier. Rather than sticking to obtaining
the correct expression at one try, we had better generate
plausible candidates first and then look into the candidates to
finally obtain the correct expression. With this approach, we
can re-rank candidates via investigation from different aspects
from the candidate generation for more accurate recognition.
Namely, we can secure correct expression not taking the 1st
rank in the candidates and, at the same time, drop incorrect
expression that happens to take the 1st rank in the candidates.

Motivated by above, we propose an FER method where a
global generic feature obtained by using a CNN and a local
generic feature obtained by other CNNs are used to effectively
classify face expressions. In our method, the global generic
feature is used with a SVM classifier to generate most plau-
sible candidates in expression classes while the local generic
feature is used with another SVM classifier to look into the
candidates and re-rank them to obtain the correct expression
class. Our usage of global and local (generic) features is
justified by the insight that facial expressions are recognized
neither by global features coming from the whole face alone
nor by local features coming from facial components, but by
combing the both features [19]. (In our method, candidates are
generated using global information while they are looked into
using local information for re-ranking.)

II. PROPOSED METHOD

A. Overview of proposed method

Our proposed FER method includes two steps: (1) extract
a global generic feature using a CNN (trained in advance)
and generate most plausible candidates using the global SVM
(G-SVM) classifier (trained using global generic features in
advance), and (2) extract local generic features using CNNs
(trained in advance) and look into the candidates with the

local generic features using the local SVM (L-SVM) classifier
(trained using local generic features in advance) to produce
the expression class. As a pre-processing, we detect the whole
face and facial components from an input image to reduce
influence of background. Fig. 1 illustrates the framework of
our proposed FER method.

B. Global and local generic features extraction

1) CNN used for generic feature extraction: A generic
CNN representation extracted from the last fully-connected
layer is explicitly trained to retain information relevant to
semantic classes [11]. We thus use this representation as
generic features.

To avoid the over-fitting problem, we follow a recent train-
ing strategy [15], which shows the effectiveness of supervised
fine-tuning with a small data-set on a CNN pre-trained with
a large generic objects data-set. Among different CNN archi-
tectures, we choose as the pre-trained model, the popularly
used modern CNN, i.e., AlexNet [20] (Fig. 2), because of two
reasons: it has nice trade-off between speed and accuracy [21];
it is trained on the ImageNet data-set which has 15 million
images belonging to 22000 categories.

Our used AlexNet comprises 5 convolution layers, 3 max-
pooling layers, 2 fully-connected layers and 1 output layer.
The input image size is 224 x 224 x 3. The convolution layers
contains 96 kernels of size 11 x 11 x 3, 256 kernels of size
5 x 5 x 48, 384 kernels of size 3 x 3 x 256, 384 kernels of size
3x3x192, and 256 kernels of size 3x3x192 in this order. The
max-pooling layer of size 5 x 5 and 3 x 3 follows the first,
second, and fifth convolution layers, separately. Each fully-
connected layer contains 4096 neurons. For capability with our
method, we modify the number of neurons in the output layer
from 1000 to the number of facial expression classes (7 for
CK data-set and 20 for FaceWarehouse data-set as seen later).
We note that our implementation is on Berkeley’s Caffe tool
(http://caffe.berkeleyvision.org/) using the stochastic gradient
descent with momentum= 0.9, learning rate= 0.001, weight
decay= 0.0005.
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Fig. 2. AlexNet [20] used in our method (we modify only the number of
neurons in the output layer).

2) Fine-tuning of AlexNet for generic feature extraction:
We start from the pre-trained model of AlexNet to train our
data-set. With training images together with the ground-truth
in our data-set, AlexNet is finely tuned to our data-set. We
can then extract the generic feature vector of 4096 dimensions
from the last fully-connected layer of the finely tuned AlexNet.

When whole face images are used for fine tuning, we obtain
the global generic feature vector of 4096 dimensions.

We use three facial components: left-eye, right-eye and
mouth. To each component, we use one AlexNet for fine
tuning; fine tuning is carried out independently of facial
components. From one face image, we thus have three fea-
ture vectors, each of which is with 4096 dimensions and is
extracted from the finely tuned AlexNet corresponding to left-
eye, right-eye or mouth. We concatenate the three vectors
to one local generic feature vector of 12288 (= 3 x 4096)
dimensions. We note that the finely tuned AlexNets are used
in the test phase to extract a global generic feature vector and
a local generic feature vector from an input test image.

C. Training SVM classifier

The dimension of feature vectors is large (4096 for the
global generic feature vector; 12288 for the local generic
feature vector), and accordingly, we employ the linear kernel
for SVM (we used LibLinear [22] in our implementation).
Since our scenario is multi-class classification, we decompose
our M-class problem into a series of two-class problems and
employ the widely used one-against-all strategy to train the
SVM classifier.

Using the ground-truth and global generic feature vectors
extracted from training images in our data-set, we train one
SVM classifier. We call the trained SVM classifier "G-SVM”.
Similarly, using the ground-truth and local generic feature
vectors extracted from training images, we train one SVM
classifier; we call ’L-SVM”. We note that the number and the
order of classes in G-SVM and L-SVM are the same.

D. Recognizing expressions

We first use global features to generate candidates in
expression classes and then use local features to investigate
the candidates for re-ranking. This is because though the
difference between facial expressions may be little [19], local
features are expected to be more effective than global features
for discriminating the difference once a small number of
candidates are given.

When an input test image is given, our FER method extracts
its global generic feature vector using the finely tuned AlexNet

(for global generic features) and feeds the vector to G-SVM to
generate most plausible candidates in expression classes. We
can take top N candidates depending on the scores produced
by G-SVM.

Our FER method also extracts the local generic feature
vector from the input (test) image using finely tuned AlexNet
(for local generic features). Since we have already identified
possible N classes in terms of candidates, we only have to
investigate the IV classes using the local generic feature vector
with L-SVM. L-SVM gives us the class that our FER method
recognizes. We note that N = 2 is sufficient because in our
experiments, accuracy in recognition achieved by 2 top-ranked
classes obtained via G-SVM was dominant compared with that
by the other classes (i.e., degraded than the 2nd ranked class).
We set N = 2 in our experiments, accordingly.

III. EXPERIMENTS
A. Experiment setup

1) Data-sets: We evaluated our method using two data-sets
available in public: Cohn-Kanade (CK) [23] and FaceWare-
house [24].

CK data-set includes 1917 sequences taken from 182 male
and female subjects. The sequences have wide varieties in ex-
pression ranging from the neural to the maximum deformation.
The expression consists of 8 classes: Anger, Disgust, Fear,
Happiness, Sadness, Surprise, Contempt and Neural. In our
experiments, for fair comparison with state-of-the-art methods,
we eliminated the images classified into Contempt like other
methods, and kept the remaining images, yielding 1276 images
in total.

FaceWarehouse data-set collects images of 3D facial ex-
pressions for visual computing applications and includes 150
individuals aged 7-80 from various ethnic backgrounds. Each
person provides 20 different facial expressions including neu-
tral, mouth-opening, smile and kiss. The data-set also includes
RGB-D images and 3D models; however, we used only RGB
images. The total number of images we used is 3000.

2) Compared methods: We followed the k-fold method for
evaluation (we set k = 3). Namely, we randomly divided each
data-set into three groups (1/3 each) and then generated train-
ing (2/3) and testing (1/3) from the three groups iteratively,
resulting in three cases of training and testing. We averaged
three cases results for evaluation. Below are methods with
which we compared our proposed method.

(a) ”AlexNet”: we input the whole face image to AlexNet
[20] where we changed only the number of output neu-
rons to that of facial expression classes. We trained the
AlexNet using training images for fine-tuning and applied
test images to the finely tuned AlexNet. Note that the
soft-max classifier is employed in this case.

(b) ”G-AlexSVM (Baseline)”: We substitute the SVM clas-
sifier for the output layer of AlexNet before fine-tuning
(the soft-max classifier is replaced by the SVM classifier).
We then trained parameters of AlexNet and SVM together
using whole face training images. We applied test images
to this trained network. By changing the classifier to
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SVM (known to be more effective), we can evaluate the
limitation of using global generic features alone; in this
sense, this method can be regarded as the baseine.

(c) "L-(AlexNet+SVM)”: We prepare three AlexNets (one
for one facial component) whose output neurons numbers
are changed depending on expression classes. Like the
baseline, we input facial component images to its corre-
sponding AlexNet for fine-tuning. We then extract local
generic feature vectors from the trained AlexNet. Con-
catenating local generic feature vectors extracted from
training images, we trained the SVM classifier (this is
equivalent with L-SVM). We applied test images to the
combination of the fine-tuned AlexNets and L-SVM. This
method can be used to evaluate the limitation of using
local generic features alone and also our separate training
for AlexNet and SVM.

(d) For the CK data-set, we compared our method with
state-of-the-art methods: GPSNFM [5], LSH-CORF [3],
DBN [17] and CSPL [25]. We note that because there
are no methods yet that recognize 20 expressions on the
FaceWarehouse data-set, we compared our method with
only AlexNet, G-AlexSVM and L-(AlexNet+SVM) for
the FaceWarehose data-set.

3) Pre-processing: To remove background and unnecessary
parts of a face, we detect from an input image the whole face
and facial components, separately.

We employed the face detection [26] for the whole face
detection. We used OpenCV face detector available in Matlab.
We trained the detector using one-third of images in the
data-set. When detecting facial components, we used the
Face++ library [27] to have facial landmark points such
as left_eye_bottom or left_eyebrow_left_conner. Using these
landmark points, we detected left-eye, right-eye and mouth
as our facial components in the rectangular form, separately.
Finally, we re-sized the whole face image to 224 x 224 x 3
and each facial component image to 244 x 244 x 3 where we
used the single image super-resolution method [28].

B. Results on CK data-set

Figure 3 illustrates overall accuracy for all the methods, and
Fig. 4 shows accuracy of each expression class. Table I, on
the other hand, shows the confusion matrix.

We observe that our method achieves higher accuracy than
the other methods. For all the expressions, accuracy of our
method is equal or higher than that of the others. From
Table I, we see that there are some failures in recognition for
some expressions, eg. neutral (incorrectly as surprise), fear
(incorrectly as anger), and sadness (incorrectly as disgust).
Fig. 5 gives some such examples, from which we see that
they are sufficiently similar with each other and hard to
discriminate.

Table II depicts analysis on which among 1st and 2nd
ranked classes, was chosen by our re-ranking procedure. We
observe from Table II that among 3.96% of incorrect results
by G-AlexSVM (baseline), 1.8% come from images ranked as
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the 2nd class by G-AlexSVM. Among the 1.8%, 1.44% are se-
cured by our re-ranking while we lose 0.32(= 96.04—95.72)%
from the correct G-AlexSVM results; the gain by our method
is 1.12(= 1.44—0.32)%. As we see, (1) candidates generated
by G-AlexSVM are indeed re-ranked using L-SVM, and (2)
this re-ranking effectively works to improve the accuracy.

Table III shows accuracy averaged over 7 classes of the
state-of-the-art methods. GPSNFM [5], LSH-CORF [3] and
DBN [17] all use global features alone while CSPL [25] uses
local features alone. Our method achieves 97.16% accuracy
which is higher by from 4.16% to 10.36% than the other
methods. This indicates that combining global and local fea-
tures and re-ranking effectively work to outperform the other
methods.

C. Results on FaceWarehouse data-set

We illustrate overall accuracy for all the methods, accuracy
of each expression class, and the confusion matrix in Figs. 6,
7 and Table IV, respectively. Overall accuracy averaged over
20 classes of our method is 59.2% and it is higher by from
3.7% to 6.5% than the other methods.

When compared with AlexNet (best among the other meth-
ods), accuracy of our method is equal or higher for all
expressions except for 9, 10, 11, 16 and 18, all of which
are with small differences in expression between classes.
Our method, on the hand, achieves equal or higher accu-
racy than G-AlexSVM (baseline) for 15 classes and than L-
(AlexNet+SVM) (local features only) for 15 classes. In addi-
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Table I. Confusion matrix obtained by our method on CK data-set (numbers
indicate percentages) (AN: anger, NE: neural, DI: disgust, FE: fear, HA:
happiness, SA: sadness, SU: surprise).

AN | NE | DI FE HA SA | SU
AN | 100 0 0 0 0 0 0
NE| 0 [9739| 0 0 0 0 2.61
DI 0 0 100 0 0 0 0
FE | 3.85 0 0 ]96.15 0 0 0
HA| 0 1.35 0 0 95.95 0 2.7
SA| O 3.13 | 6.25 0 0 90.63 | 0O
SU| 0 0 0 0 0 0 100

tion, our method performs best among the all methods for 12
classes, and achieves higher than 90% accuracy for 4 classes.
These indicate that global and local features combination and
our re-ranking give better results than without doing so.

Table IV indicates that there are some classification failures,
in particular, for expressions 2 and 11 (mutually), 6 and 9
(mutually), 10 and 7 (10 is incorrectly as 7). This is due to
the fact that these expressions are sufficiently similar with each
other and hard to discriminate (see Fig. 8).

Re-ranking generated candidates allows us to gain 4.6%
accuracy where our method involves 10.1% among 15.8% that
G-AlexSVM incorrectly ranked as the 2nd class while we lose
5.5(= 54.6 — 49.1)% accuracy for the 1st ranked class by G-
AlexSVM (baseline) (Table V).

IV. CONCLUSIONS

We proposed a CNN-based method for facial expression
recognition. In developing our proposed method, we stand
on the point that we do not stick to obtaining the correct
expression at one try. Instead, we took the approach that
we first generate most plausible candidates and then look
into the candidates to finally obtain the expression. In our
proposed method, the global generic feature is used with
the SVM classifier to generate most plausible candidates in
expression class while the local generic feature is used with the
SVM classifier to re-rank the candidates for recognition. Our
experiments using publicly available data-sets confirmed that
our method outperforms in accuracy state-of-the-art methods.

In the future, we will investigate (1) the adaptation ability of
our method to more realistic scenarios where face detection is
not so reliable and (2) the extension of our method for dealing
with videos to exploit temporal cues.

Table II. Contribution of 2 top-ranked classes in candidates to accuracy on CK
data-set (numbers in the ground truth row mean ratios of candidates falling
into classes).

1st ranked | 2nd ranked | others || accuracy
G-AlexSVM (baseline) 96.04% — — 96.04%
Our method 95.72% 1.44% — 97.16%
[ ground truth [ 96.04% ] 1.8% [216% [] 100% |
Table III. Accuracy with the state-of-the-arts on CK data-set.
GPSNFM | LSH-CORF | DBN | CSPL
[5] 3] 17 | s | o
accuracy 93% 86.8% 90.1% | 89.89% | 97.16%
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Table IV. Confusion matrix obtained by our method on FaceWarehouse data-set (numbers indicate percentages; large classification errors are highlighted with

colors except for yellow; the same color means mutual classification failures).
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