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ABSTRACT
Temporal action proposal generation is an essential and chal-
lenging task that aims at localizing temporal intervals con-
taining human actions in untrimmed videos. Most of existing
approaches are unable to follow the human cognitive process
of understanding the video context due to lack of attention
mechanism to express the concept of an action or an agent
who performs the action or the interaction between the agent
and the environment. Based on the action definition that a hu-
man, known as an agent, interacts with the environment and
performs an action that affects the environment, we propose
a contextual Agent-Environment Network. Our proposed
contextual AEN involves (i) agent pathway, operating at a
local level to tell about which humans/agents are acting and
(ii) environment pathway operating at a global level to tell
about how the agents interact with the environment. Com-
prehensive evaluations on 20-action THUMOS-14 and 200-
action ActivityNet-1.3 datasets with different backbone net-
works, i.e C3D and SlowFast, show that our method robustly
exhibits outperformance against state-of-the-art methods re-
gardless of the employed backbone network.

Index Terms— Action Proposal Generation, Contextual
Agent-Environment Network

1 Introduction
Temporal action proposal generation (TAPG) aims at

proposing video temporal intervals that likely contain an
action in an untrimmed video with both action categories
and temporal boundaries. This task has promising applica-
tions, such as action recognition [1], summarization [2, 3],
captioning [4, 5], and video recommendation [6]. A robust
TAPG method should be able to (i) generate temporal propos-
als with boundaries covering action instances precisely and
exhaustively, (ii) cover multi-duration actions, and (iii) gener-
ate reliable confidence scores to retrieve proposals properly.
Despite many recent endeavors, TAPG remains an open prob-
lem, especially when facing real-world complications such
as action duration variability, activity complexity, camera
motion, and viewpoint changes.

The limitations of the existing TAPG can be summarized
as follows.
• Most of existing work [7], [8, 9], [1] extracts video vi-
sual representation by applying a backbone model into whole
spatial dimensions of video frames. This tends predictions
over-biased towards the environment rather than agents com-
mitting actions because the agents together with their actions
usually occupy a small region compared to the entire frame.
• Existing approaches treat everything in a video frame in
the same manner and does not pay attention to the difference
among three key entities, i.e., agent, action, and environment,
for temporal action proposal. Attention mechanism that en-
ables us to capture such different key entities as well as to
express the relationship between them is missing.
• Most of the existing approaches are unable to follow the
human cognitive process of understanding the video content.
In the human cognitive process, a person focuses on deciding
what an agent is doing through the observation of agent ac-
tivities and the environment around the agent. Nevertheless,
such a process is not taken into account at all. Instead, exist-
ing work just applies a backbone network into entire spatial
dimensions of video snippets of frames (8-frame snippets or
16-frame snippets, etc.).

To address the above drawbacks, we propose a novel
contextual AEN to semantically extract video representa-
tion. Our proposed AEN contains two semantic pathways
corresponding to (i) agent pathway and (ii) environment
pathway. The contribution of contextual AEN is two-fold.

• AEN contains includes (i) Agent-Environment representa-
tion network (AERN) to extract rich features sequence from
an untrimmed video and (ii) boundary matching networks to
evaluate confidence scores of densely distributed proposals
generated from the extracted feature.
• A novel video contextual Agent-Environment (AE) visual
representation is introduced. Our semantic AE visual repre-
sentation involves two parallel pathways to represent every
snippet of the video: (i) agent pathway, operating at a local
level to tell what the agents in the snippet are doing and which
agents deserve to be concentrated more on; (ii) environment
pathway, operating at a global level to express the relationship
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Fig. 1. The architecture of our proposed contextual Agent-Environment (AE) representation network (AERN).

between the agents and the environment. These two pathways
are fused together by our attention mechanism for the video
representation where a feature may focus more on either lo-
cal or global levels entirely depending on the context of its
corresponding snippet.

2 Related Work
TAPG [8, 1, 10, 11, 12, 13, 14, 15, 16, 17] aims at propos-

ing intervals so that each of them contains an action instance
with its associated temporal boundaries and confidence score
in untrimmed videos. There are two main approaches in
TAPG: anchor-based and boundary-based. The anchor-based
methods [10, 11, 12, 13, 14] are inspired by anchor-based
object detectors in still images like Faster R-CNN [18], Reti-
naNet [19], or YOLO [20]. These methods deal with the
proposal task as a classification task where multiple prede-
fined anchors with different lengths are regarded as classes
and a class that best fits the ground truth action length is used
as ground truth true class for training. Although this approach
helps to save computational costs, it lacks the flexibility of
action duration. The boundary-based methods [15, 16, 17],
on the other hand, break every action intervals into starting
and ending points and learn to predict them. In the inference
phase, starting and ending probabilities at every timestamp in
the given video are predicted. Then, points with local peak
in probability are chosen as potential boundaries. The po-
tential starting points are paired with potential ending points
for a potential action interval when their interval fits in the
predefined upper and lower threshold, along with a confi-
dence score being a multiplication of the starting and ending
probabilities. As one of the first boundary-based methods,
[15] defined actionness scores by grouping continuous high-
score regions as a proposal. Later, [16] proposed a two-stage
strategy where boundaries and actionness scores at every
temporal point are predicted in the first stage and fused to-
gether, filtered by Soft-NMS to get the final proposals at the
second stage. [17] improved [16] by generating a boundary-
matching matrix instead of actionness scores to capture an
action-duration score for more descriptive final scores.

3 Proposed Method
Given an untrimmed video V = f x l gL

l =1 with L frames,
our goal is to generate a set of temporal segments, each of
which possibly and tightly contain an action. Let us denote F
as the visual representation of video V, which is firstly divided
into T =

� L
�

�
non-overlapping � -frame snippets. Let � be a

feature extraction function which is applied to each � -frame
snippet, the visual representation F is then defined as follows:

F = f f i gT
i =1 = f � (x � �( i � 1)+1 ; :::; x � � i )gT

i =1 (1)

In the next two subsections, we discuss how we devise
Agent-Environment Representation Network (AERN) as a
function � and how we integrate it with an action proposal
generation module, respectively.
3.1 AE Representation Network(AERN)

Our proposed AERN extracts contextual AE visual repre-
sentation of a � -frame snippet at both global and local levels,
which plays a key role in temporal action proposals genera-
tion. Considering our goal is extracting features for a � -frame
snippet from frame t to frame t + � , the AERN is illustrated
in Fig.1(a) and consists of following steps:
Step 1: Backbone Feature Extraction: In action recogni-
tion, a 3D convolutional backbone network is usually used to
encode global semantic information of a � -frame snippet. In
this work, we employed C3D [7] and SlowFast [1] pre-trained
on Kinetics-400 [21] as our backbone feature extractor. In
order to capture enough semantic information of the snippet
while keeping enough resolution in spatial domains, we dis-
card the last fully connected layers to use the feature map SN
from the last convolutional block, which is crucial in Step 3.
Step 2: Environment Feature Extraction: To extract the en-
vironment feature, feature map SN is passed through average
pooling and several fully connected layers until the softmax
layer, outputting a vector containing semantic information of
the overall scene, namely, environment feature � e. This path-
way captures the information at the global level of the scene,
however, it may not capture small details like the motions of
humans.
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